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ABSTRACT
This study aims to determine the method of equalizing a good score on a small number of items often found at the elementary/madrasah level. This research is a simulation study that compares capabilities in terms of three distributions. The sample size used in this study was 50 responses for the distribution of the ability of each group (average, positive skewness, and negative skewness). Replication was carried out in 50 for each ability group using the help of Wingen3. The root mean squared error is the indicator used to evaluate the equation results. The results showed that groups with the same ability skewness distribution (normal ability distribution, normal ability distribution, positive skewness ability distribution, and negative skewness ability distribution - negative skewness ability distribution) would give a lower RMSE score than groups with different ability distributions. A low RMSE value indicates that the error of the measurement results is low.
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INTRODUCTION
Assessment is a process that is carried out to monitor students’ process and learning progress as evaluation material for future learning improvements. The assessment results are presented in the form of numbers and letters as a sign to determine where the student’s mastery of a subject matter is. The assessment carried out by the teacher cannot be separated from the measuring instrument in the form of a test. The tool is packaged in the form of questions made based on the grid. Both the teacher and the government do this. Even though using the same grid is rarely found as a truly equivalent test device. Compiling truly parallel tests is not easy. Making the same test device will not perfectly parallel each other so that their scores cannot be compared directly (Gronlund, 1985). From the existing grid, it becomes the primary reference in arranging each question in different schools and regions. Often found in one school, there are parallel classes taught by two or more teachers of the same subject. Each teacher has different teaching characteristics, but in giving tests to students, the teacher is only based on the existing grid. This will produce a different test device.

When two values come from 2 different test devices, both values cannot be exchanged. This is because the scores of the two devices do not have the same scale (Zhu, 1998). By equating the scores obtained by students, it can be compared. Thus, there is no discrimination
for students because it has been equated, and it is also possible to carry out mapping of capabilities between schools in Indonesia.

The fewer the number of students, the process of learning and teaching can be more effective for teachers. In this regard, teachers as implementers of learning in the classroom certainly need a form of assessment to see the achievements of their students; as explained earlier, in one class level, sometimes there is more than one teacher who teaches the same subject. In compiling test kits, they are only based on the agreed-upon grid. Of course, it is unfair when the grades of class A are compared to class B taught by different teachers. Therefore, it is necessary to use an equalization method that is appropriate to be used according to the class’s characteristics, especially for the number of students. The use of undersized samples is also based on the need that the number of students belongs to a small sample in the classroom.

The process of equating the score is statistically called Equating. Equating is a solution to this problem. Kilmer states that equating is a statistical method used to convert values from different tests with the same construct (KILMEN & DEMIRTLAS, 2012). This process determines the relationship between two or more tests (HAMBLETON & SWAMINATHAN, 1985). Various kinds of equalization methods have been applied. Some of them are based on the classical method, which is known as more practical to apply.

Many equating methods have been developed. These methods are based on the needs of the world of education. Some are based on classical theories, and some are based on modern theories. Each of them has its advantages. Equating using classical methods is more familiar, rational, and easy to apply (YIN, BRENNAN, & KOLEN, 2004).

Nominal Weight Mean

Some equating methods are developed based on the existing equating method. The method is made as a form of improvement on the weaknesses of the previous method. One of them is the Nominal Weight Mean (NWM) method. This method is a form of linear equating development method from the Tucker Method, intended to equate with small samples (BABCOCK, ALBANO, & RAYMOND, 2012; LAFLAIR, ISBELL, MAY, ARVIZU, & JAMIESON, 2017). In this method, the synthetic standard deviation X and Y values are assumed to be the same (σs(X) = σs(Y)); thus, this makes the formula for Linear Equating Tucker (Babcock et al., 2012).

\[
I_y(X) = \frac{\sigma_s(X)}{\sigma_s(Y)} [X - \mu_s(Y)] + \mu_s(X)
\]

Index ly(X) shows the equalization results for the Tucker and X methods as unit X test unit scores which will be equalized where μs(X) and μs(Y) is a synthetic average. This simplification process is carried out because synthetic standard deviation cannot be estimated accurately when using small samples. Babcock et al. (2012) explain the synthetic mean in equation (2) as follows:

\[
\mu_s(X) = \mu(X) + w_x \frac{\text{Cov}(XZ_s)}{\text{Var}(Z_s)} [\mu(Z_s) - \mu(Z)]
\]

\[
\mu_s(Y) = \mu(Y) + w_y \frac{\text{Cov}(YZ_s)}{\text{Var}(Z_s)} [\mu(Z_s) - \mu(Z)]
\]

This method assumes that the variance and covariance values are replaced with other values that can be estimated more accurately by using small samples (DWYER, 2016). Variance and covariation values cannot function properly when the sample used is small (Babcock et al., 2012).
The form of the covariance between the X test device scores and the anchor item score is \( \frac{\text{cov}(X, Zx)}{\text{var}(Zx)} \) where X is the total score, and Zx is the anchor score found on the X test device (Babcock et al., 2012), then the covariance between X and Zx is,

\[
\text{cov}(X, Z_x) = \frac{\sum_{p=1}^{N} (X_p - \mu(X))(Z_{xp} - \mu(Z_x))}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (X_p Z_{xp}) - \sum_{p=1}^{N} (\mu(X)Z_{xp}) - \sum_{p=1}^{N} (X_p \mu(Z_x)) + \sum_{p=1}^{N} (\mu(X)\mu(Z_x))}{N - 1}
\]

N is the number of samples/respondents. Assuming that X and Zx are expressed as deviation scores \( X_i - \mu(X) \) dan \( Z_i - \mu(Zx) \), then the above equation can be simplified to become,

\[
\text{cov}(X, Z_x) = \frac{\sum_{p=1}^{N} (X_p - \mu(X))(Z_{xp} - \mu(Z_x))}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (X_p)(Z_{xp})}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (\sum_{i=1}^{K} X_{pi})(\sum_{i=1}^{K} Z_{xi pij})}{N - 1}
\]

Where \( X_{ip} \) is the unit score on X for the p-respondent and the item i with K is the number of items on X so that the \( X_{ip} \) value is equal to \( X_p \) multiplied by the number of items K.

\[
\sum_{i=1}^{K(X)} X_{ip} = \frac{\sum_{i=1}^{K} X_i}{K(X)}
\]

\[
= [\mu(X_p)]\mu(K(X))
\]

So \( Z_{ip} \) can be written in the form \( K(X)\mu(X_p) \). The same thing applies to anchor items \( (Zx_{pi}) \). Thus, the equation above can be written as:

\[
\frac{\sum_{p=1}^{N} (K(X)\mu(X_p)K(Z_p)\mu(Z_p))}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (K(X)\mu(X_p)\mu(Z_p))}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (K(X)\mu(X_p))\mu(Z_p)}{N - 1}
\]

\[
X \text{ and } Zx \text{ are the respondent's scores of each X test device and anchor items on the X test device, while K is the number of items from each group. K is substituted because the total score for each respondent equals the average score multiplied by the number of items. For the variance of Zx as follows:}
\]

\[
\text{var}(Zx) = \frac{\sum_{p=1}^{N} (Z_{xp} - \mu(Zx))^2}{N - 1}
\]

by assuming a deviation score \( Z_i - \mu(Zx) \), so that the above equation can be written into,

\[
\text{var}(Zx) = \frac{\sum_{p=1}^{N} (Z_{xp} - \mu(Zx))(Z_{xp} - \mu(Zx))}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (Z_{xp})(Z_{xp})}{N - 1}
\]

\[
= \frac{\sum_{p=1}^{N} (\sum_{i=1}^{K} Z_{xi pij})(\sum_{i=1}^{K} Z_{xi pij})}{N - 1}
\]

Where \( Z_{ip} \) is the unit score on Z for the p respondent and item j with K is the number of items in Z so that the value of \( Z_{pj} \) is equal to the mean of \( Z_p \) multiplied by the number of items K.

\[
\sum_{i=1}^{K(Z)} Z_{ip} = \frac{\sum_{i=1}^{K} Z_i}{K(Z)}
\]

\[
= [\mu(Z_p)]\mu(K(Z))
\]

So the Zip can be written in the form \( K(Z)\mu(Zx) \). Thus, the equation above can be written as:
substitute equations (8) and (9) into equations below obtained results,

\[
\frac{\text{cov}(X, Z_x)}{\text{var}(Z_x)} = \frac{\sum_{p=1}^{N} (K(X) \mu(Z_x) \mu(Z_{xp}))}{N - 1}
\]

Assuming the average of the total items \( X \) for each respondent is equal to the average of the \( Z_x \) items, then the equation above will be,

\[
\frac{\text{cov}(X, Z_x)}{\text{var}(Z_x)} = \frac{K(X)K(Z_x) \sum_{p=1}^{N} (\mu(Z_{xp}) \mu(Z_{xp}))}{N - 1}
\]

Using equation (7), the synthetic mean (3) and (4) becomes:

\[
\mu_s(X) = \mu(X) + w_1 \frac{K(X)}{K(Z_x)} [\mu(Z_Y) - \mu(Z_X)]
\]

and

\[
\mu_s(Y) = \mu(Y) + w_2 \frac{K(Y)}{K(Z_Y)} [\mu(Z_Y) - \mu(Z_X)]
\]

Thus the nominal weight replaces the variance and covariance in the Tucker method in the form of total items and anchor items to be the number of respondents (Caglak, 2016), where \( K \) indicates the number of items on the test device. While \( w \) is related to the number of samples/respondents (\( N \)), which is the ratio of the number of samples from \( X \) and \( Y \) to the total number of samples (Babcock et al., 2012; Caglak, 2016)

\[
w_1 = \frac{N(Y)}{N(X) + N(Y)}
\]

and

\[
w_2 = \frac{N(X)}{N(X) + N(Y)}
\]

By substituting equations (8) and (9) to equation (2) is obtained,

\[
l_Y(X) = X - \mu_s(Y) + \mu_s(X)
\]

Moreover, using the weights of the number of samples in equations (12) and (13), the above equation becomes:

\[
l_Y(X) = X - \mu_s(Y) + \mu_s(X)
\]

so the equation for the Nominal Weight Mean Equating method will be obtained as follows:
\[ Y_{NWME}^* = X - \mu(Y) + \mu(X) + \frac{[N(Y)K(X) + N(X)K(Y)]}{[N(X) + N(Y)]K(Z)}[\mu(Z_Y) - \mu(Z_X)] \]  

(12)

\( Y_{NWME}^* \) shows the result of equalizing the score from the \( Y \) test device to the \( X \) test device. All values contained in the \( X \) test device, when substituted in equation (12), the value of the \( Y \) test device equalization will be obtained.

**Small Sample**

Following the explanation from Naiman, Rosenfeld, and Zirkel, which states that the sample size will always affect the calculation results. The number of samples is related to errors that lead to the equalization results. There are two types of errors, namely random errors and systematic errors. Random errors related to the number of samples used, the greater the number of samples, the smaller the random errors generated will be more minor.

**METHOD**

This research uses simulation data to consider that when making comparisons using several factors determined (the form of distribution of capabilities), using actual data will have several complex problems. When using simulation data, it will be straightforward to condition what has been and will be tested, and the data can represent actual data in the field (Harris & Crouse, 1993; Holland, Davier, Sinharay, & Han, 2006).

Data is generated based on the 3PL model using the WinGen3 program. The program is specifically for generating data on the single model item responses of dichotomous and polytomous, mixed models for several models and several conditions following actual conditions in practice. The WinGen3 Program can generate item response data with values of grain parameters and capabilities for various distributions that correspond to the distribution of actual data (Han & Hambelton, 2014). In this data generation, 50 replication conditions are carried out.

From the results of the equalization score, RMSE was determined to score. Thus, each group will have 30 RMSE values with the following formula (Babcock et al., 2012; Klien & Jarjoura, 1985):

\[ RMSE(x) = \sqrt{\frac{\sum_{i=1}^{M}(\overline{x_i} - x_i)^2}{M}} \]

Where \( M \) is the number of respondents, the score is equated, score \( xi \) score is equalized. RMSE is used to determine the accuracy of the equalization method used (Aşiret & Sünbüll, 2016; Uysal & Kilmen, 2016). The mean of a small RMSE shows the high accuracy of an equalization method (Livingston, 1993). Furthermore, according to Karton (2008), the small mean value of RMSE shows a better quality of equalization.

The form of ability distribution is divided into three, namely: (1) normal distribution, (2) favorable skewness distribution, and (3) negative skewness distribution. For the normal distribution using the criteria \( N(0.1) \), the favorable skewness distribution uses the criteria \((-1.1)\), and the negative skewness distribution uses the criteria \((1,1)\). Whereas for the number of items using 30 with an anchor item proportion of 20% of the total item.
RESULTS AND DISCUSSION

Table 1. Data Descriptions

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-N</td>
<td>0.6</td>
<td>0.09</td>
</tr>
<tr>
<td>SP-SP</td>
<td>0.7</td>
<td>0.15</td>
</tr>
<tr>
<td>SN-SN</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>N-SP</td>
<td>1.7</td>
<td>0.73</td>
</tr>
<tr>
<td>N-SN</td>
<td>1.5</td>
<td>0.69</td>
</tr>
<tr>
<td>SP-SN</td>
<td>1.3</td>
<td>1.02</td>
</tr>
</tbody>
</table>

The table above shows a description of the sample statistics generated using Wingen. The results of analysts that have been done using the method of nominal weight mean and with a different distribution of abilities in small samples obtained RMSE values of 50 replications carried out using the WinGen3 program. The number of questions used is 30 items with a proportion of 20% anchor (Angoff, 1984; Crocker & Algina, 2008; Hambleton, Swaminathan, Rogers, & Hambleton, 1991; Kolen & Brennan, 2004; Wright & Stone, 1979).

Figure 1. Graph of RMSE Mean Differences Equivalent Couples Group Ability

The graph above shows the average value of the RMSE for each equating that has been carried out for each combination of variations in the ability distribution. It shows that the lowest average value is in the N-N combination group, and the highest average is in the N-SP combination group.

Figure 2. Boxplot of RMSE Value Equivalent Couples Group Ability
Research shows that the average RMSE value for couples with the same distribution is typically distributed with normal distribution, skewness is positively distributed with fair skewness distribution, and negative skewness distribution with negative skewness distribution is lower than ability pairs who have different ability distributions. The opinion of several experts supports this, one of which states that the similarity in the form of the initial distribution of the two test devices compared provides accurate equalization results as explained by Zhu (1998) that the form of the score distribution of the two test devices must be the same. Likewise from the variance values also show different results when the pairs of groups have the same characteristics. Minor variants will be obtained for couples of abilities that are equally distributed while those with different distributions have more significant variance. This shows that with a smaller average and a smaller variance value, the consistency of the RMSE value generated from some replications is perfect. Thus, for all replications, it produces a small RMSE value. This is different from the ability pairs with different distributions and a considerable average value. Visually, this can be seen in Figures 1 and 2 above. The same thing is shown by Kilmen & Demirtasli (2012), which shows that the results are accurate when the distribution of the two groups is the same. Besides that, in other studies, Uysal & Kilmen (2016) conducted research on the distribution of capabilities divided into three: normal distribution, favorable skewness distribution, and negative skewness distribution. The results showed that groups that had the same ability distribution (a normal distribution with normal distribution, favorable skewness distribution with positive skewness distribution, and negative skewness distribution with negative skewness distribution) produced a low Equating Error when compared to groups that had a distribution of abilities that different from each other. In addition, the similarities in the form of the initial distribution of the two test devices compared provide accurate equalization results.

In Figure 2 above, ability group pairs with the same distribution appear to have the upper whisker line, which is longer than the lower whisker line. In other words, the results of the RMSE for equalization using the NWM method on the same initial ability distribution are those that are generally distributed with normal distribution, skewness is positively distributed with a favorable distribution of skewness, and distribution of negative skewness with an unfavorable distribution of skewness has the same characteristics. All three have a whisker line, the upper part of which is longer than the bottom. In addition to the value of drinking, all three have similarities. Based on this, it can be concluded that the RMSE value for all three generally yields relatively tiny results. Unlike the ability group partners who have unequal distribution of abilities, the resulting range is quite extensive, and the value of drinking is relatively more excellent.

Zhu (1998) explained that the distribution of scores from the two test kits must be the same. This can support the equalization results rather than the forms of distribution of the two different factors. Besides that, Muraki, Hombo, & Lee (2000) stated that the equate of scores using the classical method, one of the things that can support the accuracy of the equating results, namely the distribution of scores in both groups of abilities, must be the same even though the mean and standard deviation is different. The same is done by Toni, which shows that the equalization results will be good when the raw score distribution is the same. Flanagan said that scores of two or more test devices could be compared or matched when they have identical distributions (Kolen, 2004). (Masse, Allen, Wilson, & Williams, 2006) say that some assumptions for getting a good equalization result are the distribution of scores between two scales or test kits. The accuracy value is measured from a small RMSE value.

The most commonly used model is the linear equation model in equalizing scores. However, this method assumes that in the target population, the distribution of scores on the X test device and on the Y test device only differs in mean and standard deviation (does not take into account the ability distribution) (Davier, 2007). Reflecting on this, the assumption
is difficult to accept, given that the preparation of the test kit is only guided by one standard grid. When the test forms differ in difficulty, the equalization relationships between them are usually not linear. Nonlinear methods are used when assuming the difficulty level between X test devices and Y test devices is different (Albano, 2015).

CONCLUSION

Based on the research results, it can be concluded that the method of equalizing nominal weight means can be used as an alternative method of equalization for the use of small samples. This type of equalization with this method is relatively easy to use, considering that the method is part of the classical method. In addition, a well-implemented application in small samples also provides added value for use. This equalization can be used at the class level considering the condition of the number of students belonging to the small sample and seeing the similarities in the distribution of students’ ability values. Thus, teachers no longer make students “victims” of the same inequality as some developed test kits. No more discrimination against students to determine their graduation.
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